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Foreword

Unidata (http://www.unidata.ucar.edu) is a National Science Foundation-sponsored pro-
gram empowering U.S. universities, through innovative applications of computers and net-
works, to make the best use of atmospheric and related data for enhancing education and
research. For analyzing and displaying such data, the Unidata Program Center offers uni-
versities several supported software packages developed by other organizations. Underlying
these is a Unidata-developed system for acquiring and managing data in real time, making
practical the Unidata principle that each university should acquire and manage its own data
holdings as local requirements dictate. It is significant that the Unidata program has no
data center—the management of data is a "distributed" function.

The Network Common Data Form (netCDF) software described in this guide was orig-
inally intended to provide a common data access method for the various Unidata applica-
tions. These deal with a variety of data types that encompass single-point observations,
time series, regularly-spaced grids, and satellite or radar images.

The netCDF software functions as an I/O library, callable from C, FORTRAN, C++,
Perl, or other language for which a netCDF library is available. The library stores and
retrieves data in self-describing, machine-independent datasets. Each netCDF dataset can
contain multidimensional, named variables (with differing types that include integers, reals,
characters, bytes, etc.), and each variable may be accompanied by ancillary data, such as
units of measure or descriptive text. The interface includes a method for appending data
to existing netCDF datasets in prescribed ways, functionality that is not unlike a (fixed
length) record structure. However, the netCDF library also allows direct-access storage and
retrieval of data by variable name and index and therefore is useful only for disk-resident
(or memory-resident) datasets.

NetCDF access has been implemented in about half of Unidata’s software, so far, and it
is planned that such commonality will extend across all Unidata applications in order to:

e Facilitate the use of common datasets by distinct applications.

e Permit datasets to be transported between or shared by dissimilar computers trans-
parently, i.e., without translation.

e Reduce the programming effort usually spent interpreting formats.
e Reduce errors arising from misinterpreting data and ancillary data.
e Facilitate using output from one application as input to another.

e Establish an interface standard which simplifies the inclusion of new software into the
Unidata system.

A measure of success has been achieved. NetCDF is now in use on computing platforms
that range from personal computers to supercomputers and include most UNIX-based work-
stations. It can be used to create a complex dataset on one computer (say in FORTRAN)
and retrieve that same self-describing dataset on another computer (say in C) without in-
termediate translations—netCDF datasets can be transferred across a network, or they can
be accessed remotely using a suitable network file system or remote access protocols.

Because we believe that the use of netCDF access in non-Unidata software will ben-
efit Unidata’s primary constituency—such use may result in more options for analyzing
and displaying Unidata information—the netCDF library is distributed without licensing or
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other significant restrictions, and current versions can be obtained via anonymous FTP.
Apparently the software has been well received by a wide range of institutions beyond the
atmospheric science community, and a substantial number of public domain and commercial
data analysis systems can now accept netCDF datasets as input.

Several organizations have adopted netCDF as a data access standard, and there is an
effort underway at the National Center for Supercomputer Applications (NCSA, which is
associated with the University of Illinois at Urbana-Champaign) to support the netCDF
programming interfaces as a means to store and retrieve data in "HDF files," i.e., in the
format used by the popular NCSA tools. We have encouraged and cooperated with these
efforts.

Questions occasionally arise about the level of support provided for the netCDF software.
Unidata’s formal position, stated in the copyright notice which accompanies the netCDF
library, is that the software is provided "as is". In practice, the software is updated from
time to time, and Unidata intends to continue making improvements for the foreseeable
future. Because Unidata’s mission is to serve geoscientists at U.S. universities, problems
reported by that community necessarily receive the greatest attention.

We hope the reader will find the software useful and will give us feedback on its appli-
cation as well as suggestions for its improvement.

David Fulker, 1996

Unidata Program Center Director, University Corporation for Atmospheric Research
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Summary

The purpose of the Network Common Data Form (netCDF) interface is to allow you to
create, access, and share array-oriented data in a form that is self-describing and portable.
"Self-describing" means that a dataset includes information defining the data it contains.
"Portable" means that the data in a dataset is represented in a form that can be accessed by
computers with different ways of storing integers, characters, and floating-point numbers.
Using the netCDF interface for creating new datasets makes the data portable. Using the
netCDF interface in software for data access, management, analysis, and display can make
the software more generally useful.

The netCDF software includes C, Fortran 77, Fortran 90, and C++ interfaces for accessing
netCDF data. These libraries are available for many common computing platforms.

The community of netCDF users has contributed ports of the software to additional
platforms and interfaces for other programming languages as well. Source code for netCDF
software libraries is freely available to encourage the sharing of both array-oriented data
and the software that makes the data useful.

This User’s Guide presents the netCDF data model. It explains how the netCDF data
model uses dimensions, variables, and attributes to store data. Language specific program-
ming guides are available for C (see Section “Top” in The NetCDF C Interface Guide), C++
(see Section “Top” in The NetCDF C++ Interface Guide), Fortran 77 (see Section “Top”
in The NetCDF Fortran 77 Interface Guide), and Fortran 90 (see Section “Top” in The
NetCDF Fortran 90 Interface Guide).

Reference documentation for UNIX systems, in the form of UNIX ’'man’ pages
for the C and FORTRAN interfaces is also available at the netCDF web site
(http://www.unidata.ucar.edu/netcdf), and with the netCDF distribution.

The latest version of this document, and the language specific guides, can be found at
the netCDF web site, http://www.unidata.ucar.edu/netcdf/docs, along with extensive
additional information about netCDF, including pointers to other software that works with
netCDF data.

Separate documentation of the Java netCDF library can be found at
http://www.unidata.ucar.edu/software/netcdf-java.

For installation and porting information See Section “Top” in The NetCDF' Installation
and Porting Guide.


http://www.unidata.ucar.edu/netcdf
http://www.unidata.ucar.edu/netcdf/docs
http://www.unidata.ucar.edu/software/netcdf-java
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1 Introduction

1.1 The NetCDF Interface

The Network Common Data Form, or netCDF, is an interface to a library of data access
functions for storing and retrieving data in the form of arrays. An array is an n-dimensional
(wherenis 0, 1, 2, . . .) rectangular structure containing items which all have the same data
type (e.g., 8-bit character, 32-bit integer). A scalar (simple single value) is a 0-dimensional
array.

NetCDF is an abstraction that supports a view of data as a collection of self-describing,
portable objects that can be accessed through a simple interface. Array values may be
accessed directly, without knowing details of how the data are stored. Auxiliary information
about the data, such as what units are used, may be stored with the data. Generic utilities
and application programs can access netCDF datasets and transform, combine, analyze,
or display specified fields of the data. The development of such applications has led to
improved accessibility of data and improved re-usability of software for array-oriented data
management, analysis, and display.

The netCDF software implements an abstract data type, which means that all operations
to access and manipulate data in a netCDF dataset must use only the set of functions
provided by the interface. The representation of the data is hidden from applications that
use the interface, so that how the data are stored could be changed without affecting existing
programs. The physical representation of netCDF data is designed to be independent of
the computer on which the data were written.

Unidata supports the netCDF interfaces for C, (see Section “Top” in The NetCDF C
Interface Guide), FORTRAN 77 (see Section “Top” in The NetCDF Fortran 77 Interface
Guide), FORTRAN 90 (see Section “Top” in The NetCDF' Fortran 90 Interface Guide),
and C++ (see Section “Top” in The NetCDF C++ Interface Guide).

The netCDF library is supported for various UNIX operating systems. A MS Windows
port is also available. The software is also ported and tested on a few other operating
systems, with assistance from users with access to these systems, before each major release.
Unidata’s netCDF software is freely available via FTP to encourage its widespread use.
(ftp://ftp.unidata.ucar.edu/pub/netcdf).

For detailed installation instructions, see the Porting and Installation Guide. See Section
“Top” in The NetCDF Installation and Porting Guide.

1.2 NetCDF Is Not a Database Management System

Why not use an existing database management system for storing array-oriented data?
Relational database software is not suitable for the kinds of data access supported by the
netCDF interface.

First, existing database systems that support the relational model do not support multi-
dimensional objects (arrays) as a basic unit of data access. Representing arrays as relations
makes some useful kinds of data access awkward and provides little support for the ab-
stractions of multidimensional data and coordinate systems. A quite different data model
is needed for array-oriented data to facilitate its retrieval, modification, mathematical ma-
nipulation and visualization.
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Related to this is a second problem with general-purpose database systems: their poor
performance on large arrays. Collections of satellite images, scientific model outputs and
long-term global weather observations are beyond the capabilities of most database systems
to organize and index for efficient retrieval.

Finally, general-purpose database systems provide, at significant cost in terms of both
resources and access performance, many facilities that are not needed in the analysis, man-
agement, and display of array-oriented data. For example, elaborate update facilities, audit
trails, report formatting, and mechanisms designed for transaction-processing are unneces-
sary for most scientific applications.

1.3 The netCDF File Format

Until version 3.6.0, all versions of netCDF employed only one binary data format, now
referred to as netCDF classic format. NetCDF classic is the default format for all versions
of netCDF.

In version 3.6.0 a new binary format was introduced, 64-bit offset format. Nearly iden-
tical to netCDF classic format, it uses 64-bit offsets (hence the name), and allows users to
create far larger datasets.

In version 4.0.0 a third binary format was introduced: the HDF5 format. Starting with
this version, the netCDF library can use HDF5 files as its base format. (Only HDF5 files
created with netCDF-4 can be understood by netCDF-4).

By default, netCDF uses the classic format. To use the 64-bit offset or net CDF-4/HDF5
format, set the appropriate constant when creating the file.

To achieve network-transparency (machine-independence), netCDF classic and 64-bit
offset formats are implemented in terms of an external representation much like XDR (eX-
ternal Data Representation, see http://wuw.ietf.org/rfc/rfc1832.txt), a standard for
describing and encoding data. This representation provides encoding of data into machine-
independent sequences of bits. It has been implemented on a wide variety of computers, by
assuming only that eight-bit bytes can be encoded and decoded in a consistent way. The
IEEE 754 floating-point standard is used for floating-point data representation.

Descriptions of the overall structure of netCDF classic and 64-bit offset files are provided
later in this manual. See Chapter 4 [Structure], page 35.

The details of the classic and 64-bit offset formats are described in an appendix. See
Appendix C [File Format]|, page 75. However, users are discouraged from using the format
specification to develop independent low-level software for reading and writing netCDF files,
because this could lead to compatibility problems if the format is ever modified.

1.4 How to Select the Format

With three different base formats, care must be taken in creating data files to choose the
correct base format.

The format of a netCDF file is determined at create time.

When opening an existing netCDF file the netCDF library will transparently detect
its format and adjust accordingly. However, netCDF library versions earlier than 3.6.0
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cannot read 64-bit offset format files, and library versions before 4.0 can’t read netCDF-
4/HDFS5 files. NetCDF classic format files (even if created by version 3.6.0 or later) remain
compatible with older versions of the netCDF library.

Users are encouraged to use netCDF classic format to distribute data, for maximum
portability.

To select 64-bit offset or netCDF-4 format files, C programmers should use flag
NC_64BIT_OFFSET or NC_NETCDF4 in function nc_create. See Section “nc_create” in
The NetCDF C Interface Guide.

In Fortran, use flag nf_64bit_offset or nf_format_netcdf4 in function NF_CREATE. See
Section “NF_CREATE” in The NetCDF Fortran 77 Interface Guide.

It is also possible to change the default creation format, to convert a large
body of code without changing every create call. C programmers see Section

“nc_set_default_format” in The NetCDF C Interface Guide. Fortran programs see Section
“NF_SET_DEFAULT_FORMAT” in The NetCDF Fortran 77 Interface Guide.

1.4.1 NetCDF Classic Format

The original netCDF format is identified using four bytes in the file header. All files in this
format have “CDF\001” at the beginning of the file. In this documentation this format is
referred to as “netCDF classic format.”

NetCDF classic format is identical to the format used by every previous version of
netCDF. It has maximum portability, and is still the default netCDF format.

For some users, the various 2 GiB format limitations of the classic format become a
problem. (see Section 4.6 [Classic Limitations|, page 38).

1.4.2 NetCDF 64-bit Offset Format
For these users, 64-bit offset format is a natural choice. It greatly eases the size restrictions
of netCDF classic files (see Section 4.5 [64 bit Offset Limitations], page 38).

Files with the 64-bit offsets are identified with a “CDF\002” at the beginning of the file.
In this documentation this format is called “64-bit offset format.”

Since 64-bit offset format was introduced in version 3.6.0, earlier versions of the netCDF
library can’t read 64-bit offset files.

1.4.3 NetCDF-4 Format

In version 4.0, netCDF included another new underlying format: HDF5.

NetCDF-4 format files offer new features such as groups, compound types, variable length
arrays, new unsigned integer types, parallel I/O access, etc. None of these new features can
be used with classic or 64-bit offset files.

NetCDF-4 files can’t be created at all, unless the netCDF configure script is run with
—enable-netcdf-4. This also requires version 1.8.0 of HDF5.

For the netCDF-4.0 release, netCDF-4 features are only available from the C and Fortran
interfaces. We plan to bring netCDF-4 features to the CXX API in a future release of
netCDF.

NetCDF-4 files can’t be read by any version of the netCDF library previous to 4.0. (But
they can be read by HDF5, version 1.8.0 or better).

For more discussion of format issues see Section “Versions” in The NetCDEF Tutorial.
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1.5 What about Performance?

One of the goals of netCDF is to support efficient access to small subsets of large datasets.
To support this goal, netCDF uses direct access rather than sequential access. This can
be much more efficient when the order in which data is read is different from the order in
which it was written, or when it must be read in different orders for different applications.

The amount of overhead for a portable external representation depends on many factors,
including the data type, the type of computer, the granularity of data access, and how well
the implementation has been tuned to the computer on which it is run. This overhead is
typically small in comparison to the overall resources used by an application. In any case,
the overhead of the external representation layer is usually a reasonable price to pay for
portable data access.

Although efficiency of data access has been an important concern in designing and imple-
menting netCDF, it is still possible to use the netCDF interface to access data in inefficient
ways: for example, by requesting a slice of data that requires a single value from each
record. Advice on how to use the interface efficiently is provided in Chapter 4 [Structure],
page 35.

The use of HDF5 as a data format adds significant overhead in metadata operations,
less so in data access operations. We continue to study the challenge of implementing
netCDF-4/HDF5 format without compromising performance.

1.6 Is NetCDF a Good Archive Format?

NetCDF classic or 64-bit offset formats can be used as a general-purpose archive format for
storing arrays. Compression of data is possible with netCDF (e.g., using arrays of eight-
bit or 16-bit integers to encode low-resolution floating-point numbers instead of arrays of
32-bit numbers), or the resulting data file may be compressed before storage (but must be
uncompressed before it is read). Hence, using these netCDF formats may require more space
than special-purpose archive formats that exploit knowledge of particular characteristics of
specific datasets.

With netCDF-4/HDFS5 format, the zlib library can provide compression on a per-variable
basis. That is, some variables may be compressed, others not. In this case the compression
and decompression of data happen transparently to the user, and the data may be stored,
read, and written compressed.

1.7 Creating Self-Describing Data conforming to
Conventions

The mere use of netCDF is not sufficient to make data "self-describing" and meaningful to
both humans and machines. The names of variables and dimensions should be meaningful
and conform to any relevant conventions. Dimensions should have corresponding coordinate
variables where sensible.

Attributes play a vital role in providing ancillary information. It is important to use all
the relevant standard attributes using the relevant conventions. For a description of reserved
attributes (used by the netCDF library) and attribute conventions for generic application
software, see Appendix B [Attribute Conventions], page 71.
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A number of groups have defined their own additional conventions and
styles for netCDF data. Descriptions of these conventions, as well as exam-
ples incorporating them can be accessed from the netCDF Conventions site,
http://www.unidata.ucar.edu/netcdf/conventions.html.

These conventions should be used where suitable. Additional conventions are often
needed for local use. These should be contributed to the above netCDF conventions site if
likely to interest other users in similar areas.

1.8 Background and Evolution of the NetCDF Interface

The development of the netCDF interface began with a modest goal related to Unidata’s
needs: to provide a common interface between Unidata applications and real-time meteo-
rological data. Since Unidata software was intended to run on multiple hardware platforms
with access from both C and FORTRAN, achieving Unidata’s goals had the potential for
providing a package that was useful in a broader context. By making the package widely
available and collaborating with other organizations with similar needs, we hoped to im-
prove the then current situation in which software for scientific data access was only rarely
reused by others in the same discipline and almost never reused between disciplines (Fulker,
1988).

Important concepts employed in the netCDF software originated in a paper (Treinish
and Gough, 1987) that described data-access software developed at the NASA Goddard
National Space Science Data Center (NSSDC). The interface provided by this software was
called the Common Data Format (CDF). The NASA CDF was originally developed as a
platform-specific FORTRAN library to support an abstraction for storing arrays.

The NASA CDF package had been used for many different kinds of data in an extensive
collection of applications. It had the virtues of simplicity (only 13 subroutines), indepen-
dence from storage format, generality, ability to support logical user views of data, and
support for generic applications.

Unidata held a workshop on CDF in Boulder in August 1987. We proposed exploring
the possibility of collaborating with NASA to extend the CDF FORTRAN interface, to
define a C interface, and to permit the access of data aggregates with a single call, while
maintaining compatibility with the existing NASA interface.

Independently, Dave Raymond at the New Mexico Institute of Mining and Technol-
ogy had developed a package of C software for UNIX that supported sequential access to
self-describing array-oriented data and a "pipes and filters" (or "data flow") approach to
processing, analyzing, and displaying the data. This package also used the "Common Data
Format" name, later changed to C-Based Analysis and Display System (CANDIS). Unidata
learned of Raymond’s work (Raymond, 1988), and incorporated some of his ideas, such as
the use of named dimensions and variables with differing shapes in a single data object,
into the Unidata netCDF interface.

In early 1988, Glenn Davis of Unidata developed a prototype netCDF package in C that
was layered on XDR. This prototype proved that a single-file, XDR-based implementation
of the CDF interface could be achieved at acceptable cost and that the resulting programs
could be implemented on both UNIX and VMS systems. However, it also demonstrated
that providing a small, portable, and NASA CDF-compatible FORTRAN interface with
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the desired generality was not practical. NASA’s CDF and Unidata’s netCDF have since
evolved separately, but recent CDF versions share many characteristics with netCDF.

In early 1988, Joe Fahle of SeaSpace, Inc. (a commercial software development firm in
San Diego, California), a participant in the 1987 Unidata CDF workshop, independently
developed a CDF package in C that extended the NASA CDF interface in several important
ways (Fahle, 1989). Like Raymond’s package, the SeaSpace CDF software permitted vari-
ables with unrelated shapes to be included in the same data object and permitted a general
form of access to multidimensional arrays. Fahle’s implementation was used at SeaSpace
as the intermediate form of storage for a variety of steps in their image-processing system.
This interface and format have subsequently evolved into the Terascan data format.

After studying Fahle’s interface, we concluded that it solved many of the problems we
had identified in trying to stretch the NASA interface to our purposes. In August 1988, we
convened a small workshop to agree on a Unidata netCDF interface, and to resolve remaining
open issues. Attending were Joe Fahle of SeaSpace, Michael Gough of Apple (an author
of the NASA CDF software), Angel Li of the University of Miami (who had implemented
our prototype netCDF software on VMS and was a potential user), and Unidata systems
development staff. Consensus was reached at the workshop after some further simplifications
were discovered. A document incorporating the results of the workshop into a proposed
Unidata netCDF interface specification was distributed widely for comments before Glenn
Davis and Russ Rew implemented the first version of the software. Comparison with other
data-access interfaces and experience using netCDF are discussed in Rew and Davis (1990a),
Rew and Davis (1990b), Jenter and Signell (1992), and Brown, Folk, Goucher, and Rew
(1993).

In October 1991, we announced version 2.0 of the netCDF software distribution. Slight
modifications to the C interface (declaring dimension lengths to be long rather than int)
improved the usability of netCDF on inexpensive platforms such as MS-DOS computers,
without requiring recompilation on other platforms. This change to the interface required
no changes to the associated file format.

Release of netCDF version 2.3 in June 1993 preserved the same file format but added sin-
gle call access to records, optimizations for accessing cross-sections involving non-contiguous
data, subsampling along specified dimensions (using ’strides’), accessing non-contiguous
data (using 'mapped array sections’), improvements to the ncdump and ncgen utilities, and
an experimental C++ interface.

In version 2.4, released in February 1996, support was added for new platforms and for
the C++ interface, significant optimizations were implemented for supercomputer architec-
tures, and the file format was formally specified in an appendix to the User’s Guide.

FAN (File Array Notation), software providing a high-level interface to netCDF data,
was made available in May 1996. The capabilities of the FAN utilities include extracting
and manipulating array data from netCDF datasets, printing selected da